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Abstract

In accent adaptation–adjusting existing
ASR to recognize novel accents–systems
commonly make use of dialect labels. This
project models parallel experimental be-
havioral data, where human listeners were
trained to categorize speech sounds from a
novel dialect. Explicitly including dialect
information in the model allowed the clas-
sifier to better simulate the behavioral re-
sults.

1 Introduction

Feature selection during ASR is often automatic
and based on the acoustic waveform (Kumar and
Andreou, 1998; Ni et al., 2015). In accent adap-
tion, however, ASR researchers have successfully
used accent information during model training
(Humphries et al., 1996; Najafian et al., 2014). For
this project, a model was constructed of the be-
havior of human participants completing a classi-
fication tasks analogous to automatic accent adap-
tation. This project investigated whether includ-
ing social information (in this case dialect region)
about speakers would result in more human-like
classification.

2 Data

Acoustic data was taken from New Zealand En-
glish (NZE) (Watson, 2014) and American En-
glish (AmE). These dialects were chosen due to
the existence of confusable mergers–NZE “had”
and AmE “head” are homophones (Hay et al.,
2008). The Neary normalized (Nearey, 1978)
acoustic data is shown in Figure 1.

American participants were trained on NZE
vowels and then asked to classify a second set
of NZE vowels. However, only half the partici-
pants were aware that they were listening to NZE.

Figure 1: True classification of vowels in test set,
by dialect and context. Box colors correspond to
correct classification.

The other half were told that they were listening
to AmE vowels. This was done in order to de-
termine the role of dialect information on human
classification of speech sounds. The results were
striking–participants relied heavily on the given
dialect information (even when it was incorrect) in
determining how to classify speech sounds (Tat-
man, 2016). This suggests that human-like auto-
matic classification of speech sounds should also
make use of dialect information.

3 Models

The models used here are conditional inference
trees, implemented in R using the package partykit
(Hothorn and Zeileis, 2014). While not standard
for segment classification in ASR, conditional in-
ference trees have the benefit of being easily inter-
pretable, which is desirable for behavioural mod-
els. Both classifiers were trained in the same
way, with word as the classification output and
Neary-normalized F1 and F2 and, in the second
model, speaker dialect as features. Models were
trained and evaluated using sub-sampling cross-
validation, with half of the data randomly selected



Figure 2: Classification on data with correct di-
alect info, both models.

Figure 3: Classification of model with dialect, on
incorrectly labelled data.

for training and the rest used for validation. Both
models achieved the same classification results on
the original data with the correct dialect informa-
tion (Figure 2), with a balanced accuracy of 0.86.
The difference between models only becomes ap-
parent when the dialect of a token is labeled in-
correctly. The first model, which includes no di-
alect features, does not change its classifications.
However, the second model correctly mirrors hu-
man behaviour–it classifies tokens as if they were
from the labeled dialect, as can be seen in Fig-
ure 3. Note that the classification of NZE “had”
and AmE “head” tokens depends on the labeled
dialect.

4 Discussion

Behavioural experiments are not generally part of
feature selection. But this project suggests that
this may be appropriate when it’s desirable to
model human behaviour. If model selection be-
tween the two classifiers described above rested
only on 1) acoustic information and 2) parsimony,
then the first model would have been the better

choice. Unfortunately, this would have missed
capturing an important fact about human accent
adaptation, which was captured by the inclusion
of speaker dialect as a feature.

This project suggests that explicitly including
a speaker’s dialect information during ASR may
help to provide more human-like recognition, es-
pecially where there is possible confusion between
dialects. This follows with other work which has
shown that accent-specific models can improve the
accuracy of ASR (Najafian et al., 2014).
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